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DEFINITION: 

 

Clustering is a scientific method which addresses the 

following very general problem: given the data on a set of entities, 

find clusters, or groups of these entities, which are both homogeneous 

and well-separated. Homogeneity means that the entities in the same 

cluster should resemble one another. Separation means that entities in 

different clusters should differ from one another. 
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The growth of publications on clustering. 
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CLUSTERING METHODS: 

 

1. HIERARCHICAL CLUSTERING: 

• Agglomerative Hierarchical Clustering. 

• Divisive Hierarchical Clustering. 

 

Let δ(C1,C2) be the distance function between two clusters C1 and 

C2. It can be computed as: 
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Example: 

Consider the Table 

which shows the 

distances in miles 

between some United 

States cities . The 

method of clustering is 

single linkage. So, in 

the first stage BOS and 

NY are merged into a 

new cluster because 

206 is the minimum 

distance. After 

applying the 

agglomerative 

algorithm, the rest of 

the solution can easily 

be concluded from the 

dendrogram in Figure 
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2. PARTITIONING: 
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Minimun Sum of Squares Clustering (MSSC): 

consider a set 𝑋 =  𝑥1, … , 𝑥𝑖 , … , 𝑥𝑁 , 𝑥𝑖 = 𝑥1𝑖 , … , 𝑥𝑞𝑖  

of 𝑁 entities in Euclidean space ℝ𝑞. The MSSC problem is to find a 
partition of 𝑋 into 𝐾 disjoint subsets 𝐶𝑗 such that the sum of squared 

distances from each entity 𝑥𝑖 to the centroid 
𝑐𝑗 of its cluster 𝐶𝑗  is the minimum. 

 

Specifically, let 𝑃𝐾 denote the set of all partitions of 𝑋 into 𝐾 sets.  
Let partition 𝑃 be defined 
as 𝑃 =  {𝐶1, 𝐶2, … , 𝐶𝐾}.  
Then MSSC can be expressed as: 
 
 
 
where the centroid of cluster j is given as: 
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Degeneracy of K-means clustering: 

It has been observed that the final solution of MSSC problem obtained 

by KM heuristic depends substantially on the initial choice of 

centroids. Since most of these algorithms generate random 

initializations for centroids, the degeneracy could occur with those of 

bad initials or choices. 

 

Degeneracy: 

We say that solution of the clustering problem is degenerate, 

if either: (i) there is one or more cluster centers have no entities 

allocated to them or (ii) two or more cluster centers are identical. 

 

Degree of Degeneracy: 

We say that degenerate solution has degree of degeneracy 

equal to 𝑑 if the number of empty clusters in the solution is equal to 𝑑. 
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Initialization: 

initial cluster centers are 

located at customer 

locations 75, 63 and 65 

when 3 clusters are 

desired. 

 

If K = 4, the same initial  

solution is suggested in  

addition to location 61  

for the fourth cluster. 
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Function KMDEG (𝐶, 𝐾, 𝐶, 𝑀𝑎𝑥𝑖𝑡, 𝑁, 𝐶, 𝑧 ) 

1. 𝐶(𝑛𝑒𝑤) = {𝑐1, 𝑐2, … , 𝑐𝐾}             𝐾 centroids are chosen from 𝑋. 

2. 𝑖 ←  0                                            𝑖-iteration counter 

3. repeat 

4.  𝑖 ←  𝑖 +  1 

5.  𝐶 ← 𝐶(𝑛𝑒𝑤) 

6.  𝑧 =  𝑓𝑀𝑆𝑆𝐶  (𝐶)  
7. Indicate indices 𝑏ℓ of degenerate solutions (ℓ =  1, . . . , 𝑔) 

8. if 𝑔 > 0 then 

9.      for ℓ ∶= 1, … , 𝑔 do 

10.            𝑡 = 𝑏ℓ 

11.           ℎ =  1 +  𝑛 ∗ 𝑅𝑁𝐷           choose an entity ℎ at random  

12.           for 𝛽 ≔ 1, … , 𝑞  𝑑𝑜 
13.                  𝑐𝑡𝛽 =  𝑥ℎ𝛽 

14.  until 𝑧 does not change  or  𝑖 = Maxit 
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Conclusion: 

The Minimum Sum Of Squares Clustering (MSSC) problem is 

considered and the algorithm (KM) is designed to solve it. It has been 

observed that the K-Means (KM) clustering heuristic for solving 

(MSSC) poses the property of degeneracy, i.e., the property that some 

clusters could remain empty (without entities) during the execution or 

at the code. 

I explain the degenerate solutions and provide an efficient and easy 

procedure which removes degeneracy immediately when it appears 

in iterations. 

 

Future work: 

• Diagnosing the degeneracy. 

• Applying VNS to improve the solution. 
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